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We have studied the dynamics of warm dense Li with near-elastic x-ray scattering. Li foils were heated and
compressed using shock waves driven by 4 ns long laser pulses. Separate 1 ns long laser pulses were used
to generate a bright source of 2.96 keV Cl Ly-α photons for x-ray scattering, and the spectrum of scattered
photons was recorded at a scattering angle of 120◦ using a HOPG crystal operated in the von Hamos geome-
try. A variable delay between the heater and backlighter laser beams measured the scattering time evolution.
Comparison with radiation hydrodynamics simulations shows that the plasma is highly coupled during the first
several nanoseconds, then relaxes to a moderate coupling state at later times. Near-elastic scattering amplitudes
have been successfully simulated using the screened one-component plasma model. Our main finding is that
the near-elastic scattering amplitudes are quite sensitive to the mean ionization state Z, and by extension to the
choice of ionization model in the radiation-hydrodynamics simulations used to predict plasma properties within
the shocked Li.

PACS numbers: 52.25.Os, 52.50.Jm, 52.27.Gr, 52.70.La

INTRODUCTION

Warm dense matter (WDM) is a complex state of matter
found between cold condensed materials and hot dense plas-
mas that is the subject of considerable interest because of
its relevance to astrophysics and inertial confinement fusion
[1, 2]. WDM is a strongly interacting quantum system defined
by temperatures of a few electron volts and near solid densi-
ties [3, 4], typically created in the laboratory as plasma heated
by either an optical or free-electron laser [5]. A powerful di-
agnostic for WDM is x-ray scattering, whereby x-ray photons
with wavelengths on the order of the plasma screening length
reveal details of the plasma state [6].

Recent x-ray scattering studies at both large [7–10] and in-
termediate scale [11] laser facilities have measured the funda-
mental plasma properties of temperature, ionization state, and
density. Backward scattering spectra show the Compton fea-
ture [9] while plasmons, i.e., collective density oscillations,
are observed in forward scattering [8]. Plasmons provide a
particularly robust measurement of the free electron density
[12]. Other studies have used x-ray scattering to infer ionic
structure and correlations [13–18], diagnose strong coupling
[19] in WDM, and study bound-free contributions to scatter-
ing cross sections [20]. All of these studies highlight the broad
applicability of x-ray scattering as a technique for diagnosing
dense matter.

For lower-Z WDM plasmas with average ionization states
Z . 1, the x-ray scattering spectrum is dominated by the
coherent (i.e. near-elastic) scattering from tightly bound elec-
trons and electrons that are correlated to the ion motion, pro-
vided that the Compton shift energy is less than the binding

energy of the inner-shell electrons. The intensity of the near-
elastic scattering is described by the dynamic ion-ion structure
factor Sii(k, ω), where k is the magnitude of the scattering
wave-vector and ω is the probe photon frequency.

In this work, we used x-ray scattering to study the dynam-
ics of lithium in the WDM regime. Two counter-propagating
laser-driven shocks heated and compressed a solid Li foil,
creating plasma conditions with temperatures Te ≈ Ti ≈
2.0 eV and density ρ/ρ0 ≈ 2. The dimensionless ion cou-
pling parameter Γii = e2Z2/4πε0kBTi(4πni/3)1/3 ≈ 5, in-
dicative of a strongly coupled plasma [3, 21]. Here, Z is
the average ionic charge, kBTi is the average ion tempera-
ture and ni is the average ionic density. We used the one-
dimensional radiation-magnetohydrodynamics code HELIOS-
CR with the PROPACEOS equation of state [22] to simulate
the dynamic evolution of the laser-produced plasma and in
combination with the screened one-component plasma model
(SOCP) [23, 24] it produced results for the temporal evolu-
tion of the elastic scattering intensity that are consistent with
the experimental data.

In contrast with previous work [16] that focused on study-
ing the angular (wave-vector k) dependence of the elas-
tic x-ray scattering, we have instead focused on the time
dependence and on rigorous validation of the radiation-
hydrodynamics simulation results. These simulation results
have been validated by studying their sensitivity to the choice
of radiation-hydrodynamic code (including choice of the
equation of state and ionization model), variations in temper-
ature and ionization state, and plasma models.

Unlike previous work (on shocked Al) with near-elastic x-
ray scattering [25], we do not observe a suppression of the
elastic scatter signal early in time. This is due to the lower
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degree of coupling in this work (Γii ≈ 5 vs. Γii ≈ 240)
that is well below the crystallization point predicted for one-
component plasmas with Γ ≥ 125 [26, 27].

An important consideration is that near-elastic scattering is
readily achieved at intermediate-scale laser facilities. Con-
versely, the requirements for inelastic scattering have only
recently been demonstrated on such facilities by using a
petawatt-class laser with Ti Kα x-rays [11]. Even with lower
drive energy, near-elastic scattering is strong enough to vali-
date modeling of the structure factor that goes into the SOCP
model, providing a more easily obtained system for the study
of x-ray scattering. Additionally, near-elastic scattering sig-
nals contain information on the spatial structure [23] and
equation of state [28] of the system.
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FIG. 1: (color online) Experimental setup showing the x-ray scatter-
ing geometry and laser-target configuration. A 1 ns Cl Ly-α x-ray
probe was generated by laser irradiation of a parylene-D plastic foil.
The probe x-rays scattered off a Li target that was compressed by
dual 4 ns laser beams and are then detected by the scattering spec-
trometer. Inset: laser beam timing diagram. The backlighter probe
beam delay ∆t = t − t0, where t is the time at the center of the
backlighter beams and t0 is the time at the rise of the heater beam
pulses.

EXPERIMENTAL SETUP

We employed the eight-beam 527 nm wavelength (2ω) Vul-
can Laser in the Target Area East at Rutherford Appleton Lab-
oratory’s Central Laser Facility [29]. As seen in Fig. 1, the
scattering target consisted of a 50 µm thick Li foil heated and
compressed from opposing sides by two of the beams at 45◦

incidence. Each individual 50 J heater beam was defocused
and used with a phase zone plate (PZP) [30] to achieve a 650
µm diameter spot with uniform intensity 4 × 1012 W/cm2

over a duration of 4 ns. The heating pulse profile was square-
shaped with 0.3 ns rise and fall times.

To generate a bright source of the 2.96 keV Cl Ly-α x-
rays that were used to probe the Li plasma, the remaining
six Vulcan beams irradiated a 5 µm thick chlorine-containing

parylene-D plastic foil with 300 J (i.e. 50 J per beam) in a
1 ns pulse. With a focal spot diameter of 50 µm, the over-
laid backlighter laser intensity was 1.5 ×1016 W/cm2. The
resulting x-ray yield was measured to be 7 × 1011 Ly-α pho-
tons per joule of laser energy into 4π (conversion efficiency
3.4 ×10−4), within the range previously measured by other
studies [6]. The backlighter beams were synchronized with
the longer heater beams to 30 ps accuracy using a Hamamatsu
streak camera, and fired with a variable delay 2 ns ≤ ∆t ≤ 8
ns (where ∆t is the time between the rise of the heater pulses
and the center of the backlighter pulses) to probe various time
points during the temporal evolution of the Li plasma. A Cu
shield cone tipped with a 300 µm diameter circular pinhole
cut into an Ag substrate limited the Cl Ly-α x-ray illumination
of the Li scattering target to a 600 µm diameter region. The
x-ray probed surface area was smaller than the region driven
by the shock drive beams, and therefore all scattered probe x-
rays came from uniformly shocked Li. Alignment of the Li
scattering target and parylene-D backlighter foil was achieved
to within 50 µm accuracy using a kinematic target mount and
reference wires (not shown in Fig. 1).

Our main diagnostics consisted of x-ray spectrometers ob-
serving both the Li target and the primary x-ray source. The
scattering spectrometer was a high-reflectivity, highly ori-
ented pyrolytic graphite (HOPG) [31] crystal, cylindrically
bent and used in the von Hamos [32, 33] geometry with a
cooled Andor x-ray CCD camera. Filters consisting of 25 µm
mylar and 25 µm Be attenuated the x-rays and blocked vis-
ible light. A calibration spectrum was taken by shooting a
parylene-D foil that was placed at the position of the Li tar-
get, thereby calibrating the wavelength scale for the scattering
spectrometer. During the scattering experiments, source mon-
itoring was achieved with a Si (111) flat crystal that viewed
the source directly (cf. Fig. 1) and dispersed the x-rays onto
an absolutely calibrated Fuji BAS-SR image plate detector
[34, 35].

The scattering and source spectrometer throughput efficien-
cies ηscatt and ηsource, respectively, are defined as

η = τF ×
(Rintw/d)

4π
, (1)

where τF is the filter transmission at 2.96 keV,Rint is the inte-
grated crystal reflectivity,w is the limiting extent of the crystal
or detector in the non-dispersive direction, and d is distance
from the x-ray source to the plane where w is measured. In
the case of the scattering spectrometer, the von Hamos geom-
etry focuses photons in the non-dispersive direction, meaning
that the size of the crystal in the non-dispersive direction is
a limiting factor for the collection solid angle. Therefore, in
the von Hamos geometry w is the width of the crystal in the
non-dispersive direction and d is the source to crystal distance.
With the flat crystal geometry source spectrometer there is no
focusing, and as a result w is the width of the illuminated
portion of the detector and d is the source to detector dis-
tance. In this work, ηscatt = 4.2 ×10−5 and ηsource = 3.9
×10−7. Another relevant factor is the throughput efficiency
of the pinhole between the x-ray source and the Li target:
ηpinhole = r2/(4πd2), where r is the pinhole radius and d is
the source to pinhole distance. Our geometry as seen in Fig. 1
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used a relatively large (1 mm) distance from the x-ray source
to the pinhole, resulting in ηpinhole = 5.6 × 10−3. Larger
distances can reduce the noise from the source plasma that is
observed in the scattering spectra. A smaller distance (e.g. 0.5
mm) would have increased the brightness of the x-ray scatter-
ing source at the Li scattering target and will be applied in the
future for study of the inelastic scattering in addition to the
near-elastic scattering.

RADIATION-HYDRODYNAMIC SIMULATIONS
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FIG. 2: (color online) Plasma conditions in the warm, dense Li as
simulated by the one-dimensional radiation-hydrodynamic codes (a)
HELIOS-CR using the PROPACEOS equation of state with a multi-
group ionization model based on the quotidian equation of state
(QEOS) and (b) HYADES using the SESAME equation of state and
an average-atom local thermodynamic equilibrium ionization model.
x is the distance within the simulation, i.e. along the Li foil surface
normal. Heater beam laser intensity was 4 TW/cm2.

The laser-target interaction and subsequent plasma condi-
tions within the entire Li foil were calculated with the one-
dimensional HELIOS-CR radiation-hydrodynamics code [22]
and the PROPACEOS [22] equation of state (EOS). Ionization
was simulated using a multi-group ionization model based
on the quotidian equation of state (QEOS) [36] for strongly
coupled plasmas. We also compared the results from HE-
LIOS with one-dimensional simulations from the HYADES

[37] radiation-hydrodynamics code with the SESAME [38]
EOS and an average-atom local thermodynamic equilibrium
ionization model. Both codes used the measured heater beam
pulse profile (intensity 4 TW/cm2) as a simulation input. For
brevity, these two simulation configurations will be referred to
from now on as simply HELIOS and HYADES, with the under-
standing that the simulation code, EOS, and ionization model
all contribute to the simulation results.

The predicted plasma conditions in the warm, dense Li as
simulated by both HELIOS and HYADES are shown in Fig. 2.
HYADES simulations predict a lower mean ionization state Z
in the densest regions of the plasma, likely due to the different
ionization model. As will be seen shortly, near-elastic scat-
tering intensities simulated using the HELIOS results are more
consistent with the scattering data. This suggests that valida-
tion of the experimental results is sensitive to the choice of
EOS and ionization balance model.

Simulations using the hydrodynamic code h2d, a 2-
dimensional version of HYADES, confirm the one-dimensional
nature of the interaction due to the large and uniform heater
beam spot size. With HELIOS we simulated each half of the
Li foil separately using one heater beam and a fixed boundary
condition at the center. This results in a single shock wave that
reflects from the fixed boundary and mimics the counterprop-
agating shock wave conditions of the experiment. HYADES
simulations used dual heater beams to produce true counter-
propagating shocks, but this change in simulation geometry
causes only a negligible impact on near-elastic scattering sig-
nals. Using HYADES, we simulated both a single, reflecting
shock and dual counterpropagating shocks and found that the
predicted near-elastic scattering intensities vary by only 5%
between the two cases.

During shock compression, HELIOS predicts a Li mass den-
sity of typically just over 1 g/cc, a factor of 2 higher than solid
density, at a pressure of approximately 1.6 Mbar. The shock
velocity is 22 km/s, calculated by observing the progression
of the shock front at 0.25 ns intervals within the HELIOS sim-
ulations. Shock coalescence therefore begins at ∆t ≈ 1.2 ns.

X-RAY SCATTERING THEORY

For small momentum transfers where the scattered photon
frequency is close to the incident frequency, the magnitude of
the scattering wave vector k = k0 - k1 (the difference between
the wave numbers of the scattered and incident radiation) is
approximated [8] by the relation

k = |k| = 4π
E0

hc
sin(θ/2) (2)

Our backscatter geometry had a probe photon energy of
E0 = 2.96 keV and a scattering angle θ = 120◦, for a scatter-
ing vector magnitude of k = 2.6 Å−1. It is worth noting that
the binding energy for the second electron of Li (54.7 eV [39])
is greater than the Compton shift energy ∆EC = ~2k2/(2me)
= 25 eV that is determined by the choice of k. As a re-
sult, there will be near-elastic scattering from bound electrons.
This can be an important factor to consider when designing an
x-ray scattering experiment.
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The effective screening length λs of a dense plasma is given
by interpolation between the Debye length and the Thomas-
Fermi length, i.e. between the classical and Fermi-degenerate
regimes [6]. One approach [40] for calculating this effec-
tive screening length is to replace the electron temperature
in the expression for the classical Debye length with a cor-
rected temperature Tcf , giving λs ≈ (ε0kTcf/nee

2)1/2. This
approach has been shown to be valid for arbitrary degeneracy
[41]. For typical values of λs in the Li, the scattering param-
eter α = 1/kλs = 0.5. This indicates that we studied the
non-collective scattering regime [42].

The scattered photon spectrum is given by the spectrum of
electron density fluctuations within the plasma. We follow
a standard approach [6, 23, 40, 43] and describe the double
differential scattering cross section per unit volume in terms
of the dynamic structure factor:

d2σ

dΩdω
= σT

k1

k0
S(k, ω), (3)

where σT is the Thomson cross section and S(k, ω) is the
total dynamic structure factor, defined as the time and space
Fourier transform of the time-dependent electron density pair
correlation function. S(k, ω) may be written as the sum of
scattering contributions from those electrons which are corre-
lated with the motion of the ions and those which move freely,
corresponding with near-elastic and inelastic scattering, re-
spectively. The total dynamic structure factor that represents
the properties of the scattered spectrum is

S(k, ω) =[fI(k) + q(k)]2Sii(k, ω)

+ ZfS
0
ee(k, ω)

+ Zc

∫
S̃ce(k, ω − ω′)Ss(k, ω′)dω′ (4)

The first term in Eq. 4 contains the behavior of the near-
elastic scattering from those electrons that dynamically follow
the ion motion; our experiments studied such scattering. The
contribution from tightly bound electrons is represented by the
ion form factor fI(k) [23, 24], and the screening cloud of free
(and valence) electrons that surround the ion is represented by
the screening function q(k) [23, 44]. Sii(k, ω) is the ion-ion
dynamic structure factor, i.e. the ion-ion density correlation
function.

Given the limited spectral resolution of our HOPG scat-
tering spectrometer (∆E/E ≈ 10−3) and the roughly 6 eV
FWHM of the Ly-α probe, the strong frequency dependence
of Sii(k, ω) is lost after convolution with the source profile
and the spectrometer’s instrument function. Consequently, the
focus of our analysis shifts to the frequency-integrated static
structure factor (fI + q)2Sii(k), a quantity that determines
the total measured near-elastic scattering signal. Physically,
Sii(k) contains information on the spatial orderedness of the
system and is the Fourier transform of the pair correlation
function g(r). When plotted as a function of k, Sii(k) can
readily differentiate between less-ordered (e.g. liquid) and
more-ordered (e.g. crystalline) states [23]. Sii(k) is important
for determining the equation of state, and there is an analytic
expression for the equation of state in terms of Sii(k) [28].

Terms two and three in Eq. 4 describe inelastic scattering
behavior. Zf and Zc are the number of kinematically free and
core electrons, respectively. The ZfS

0
ee term describes the

scattering from free electrons that are decoupled from the ion
motion, and the final term describes inelastic scattering from
core electrons, where the continuum of core electrons within
an ion, S̃ce(k, ω), is modulated by the self-motion of the ions,
represented by Ss(k, ω). Scattering features from these terms
are small in this study, given that there are few free electrons.

In order to simulate the near-elastic scattering signals for
our experiment, let us consider the power dPs scattered into
the frequency interval dω and solid angle dΩ by power P0

incident on a slab of scatterer density n and thickness dx. In
terms of Eq. 3, we have

dPs = P0n(x)dx
∫

d2σ

dΩdω
dΩdω (5)

= P0σT
k1

k0
n(x)dx

∫
S(k, ω)dΩdω

In the small momentum transfer limit, k1/k0 = 1. Since
we are focusing on the near-elastic scattering signal from the
ions, the structure factor S(k, ω) reduces to the ion structure
term (fI + q)2Sii(k, ω) from Eq. 4. As there are temperature
and density gradients within the plasma, we add explicit de-
pendence on the spatial coordinate x to the ion form factor f ,
the screening function q, and the form factor Sii, all of which
depend on the plasma parameters. After integrating over fre-
quency and solid angle, the total scattering power is finally
calculated from Eq. 5 as a sum along x:

Ps = P0σT

∑
ni(x)[fI(k, x) + q(k, x)]2Sii(k, x)∆x, (6)

where ∆x is the width of the radiation-hydrodynamic sim-
ulation zones. The quantity ni(fI + q)2 is the ion-motion cor-
related electron density, i.e. the electron density that actually
contributes to the near-elastic scattering.

RESULTS AND DISCUSSION

Fig. 3 shows a measured x-ray scattering spectrum with an
elastically scattered ion feature at the incident x-ray energy of
2.96 keV. The bandwidth of this elastic scattering feature is 11
eV. The intrinsic width of the Ly-α source is approximately 6
eV, with the remaining bandwidth due to mosaic and depth
defocusing in the HOPG crystal [45] as well as source broad-
ening due to a finite backlighter plasma size. Consistent with
the low ionization states in this experiment, the inelastic free
electron scattering feature is weak. It is visible in the simu-
lated spectrum in Fig. 3, downshifted by the 25 eV Compton
shift near 2.93 keV, and cannot be quantitatively analyzed due
to noise.

Plasma parameters from the HELIOS simulations were used
with the SOCP model to fit the simulated x-ray scattering
spectrum as shown in Fig. 3. The scattering efficiency of the
plasma is somewhat less than 10−5, as can be seen by com-
paring the plotted source and measured intensities.
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FIG. 3: (color online) Measured (HOPG spectrometer) and simulated
x-ray scattering spectra from shock-compressed Li for the Cl Ly-α
doublet lines at E0 = 2.96 keV. The strong near-elastic ion scatter-
ing feature is clearly visible. For comparison, the source spectrum
(Si 111 spectrometer) is superimposed. The weak simulated signal
centered near 2.93 keV consists of the inelastic free electron feature.

The measured points in Fig. 5 represent the ratio of the to-
tal (frequency-integrated) near-elastically scattered power to
the incident power of the probe x-rays. Using the pinhole and
spectrometer throughputs defined earlier, and detector calibra-
tion factors CCCD and CIP (to be defined shortly), we have

Ps

P0
=

∑
Nscatt(ω)∆ω∑
Nsource(ω)∆ω

× CCCD/ηscatt
CIPηpinhole/ηsource

(7)

where Nscatt(ω) and Nsource(ω) represent the net signal
(number of CCD counts or amount of image plate photo stim-
ulated luminescence [PSL]) at the scattering and source de-
tectors, respectively, into the frequency interval ∆ω.

The frequency-integrated net signal
∑
N(ω)∆ω was cal-

culated from the raw x-ray spectrometer data using the fol-
lowing procedure. First, a two-dimensional region of interest
(ROI) was defined as the area containing the scattering signal
within the captured spectrometer exposure. This sub-image
was smoothed with an average nearest-neighbor kernel to re-
duce noise, as shown in Fig. 4 a) for the scattering spectrome-
ter. Second, pixel lineout profiles were calculated for each row
of pixels in the sub-image. A gaussian scattering peak plus
a locally linear background was fitted to each lineout using
non-linear least squares curve fitting [46]. The background
varied somewhat from lineout to lineout due to shot-to-shot
noise conditions as well as imperfect von Hamos geometry
imaging, in the case of the scattering spectrometer. Realistic
contraints on the fit parameters (peak height and width greater
than zero, peak width less than 15 eV) made the fitting pro-
cess robust. Third, the background was subtracted to yield
N(ω), shown in Fig. 4 b) for the scattering signal. Finally,
the net signal in each lineout was summed to provide the total
frequency-integrated net signal.

Although the energies of the two heater beams E1 and E2

were nominally 50 J each, there was always some variation
in the beam energy that caused an energy imbalance, defined
as |E1 − E2|/E1. The average energy imbalance was 22%.

N
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FIG. 4: (color online) Illustration of the procedure used to deter-
mine the net scattering signal Nscatt(ω) from the laser-shocked Li.
a) Smoothed region of interest (ROI) cropped from a scattering spec-
trometer exposure at ∆t = 4 ns. b) Sample lineouts, fitted with a
gaussian scattering peak, selected from the series of lineouts calcu-
lated for each row of pixels in the ROI. The frequency-integrated net
signal is the sum

P
N(ω)∆ω over all such lineouts from the ROI.

Lineout height varies in the non-dispersive (vertical) direction due to
imperfect von Hamos geometry focusing.

To ensure that relatively consistent hydrodynamic conditions
existed in the Li from shot to shot, we rejected all data points
with a heater beam energy imbalance greater than 30%. Sim-
ulations with HELIOS indicate that such a variation in heater
beam energy corresponds to an uncertainty of±7% in the total
elastic scattering signals.

The detector calibration factors CCCD and CIP are deter-
mined by the quantum efficiency and gain for the CCD camera
and by photons per PSL [34, 35] (and to a small extent fading
time) for the image plate. Calibration shots with parylene-D
foils placed at the position of the Li target allowed us to verify
the value of the right-hand portion of Eq. 7, i.e. the integrated
effect of the throughput and calibration factors. Specifically,
this calibration step removes the uncertainty in the scattering
measurements that is otherwise introduced by uncertainties in
crystal reflectivity and filter attenuation (cf. Eq. 1). The data
error bars in Fig. 5 are due to noise and variation in the heater
beam energy (ordinate) and the x-ray backlighter pulse length
(abscissa). Uncertainties due to noise are ±10% on average,
ranging from±5− 30 %, depending on the shot-to-shot noise
levels in the scattering spectra. The gray shaded region in Fig.
5 shows the average measured value of the near-elastic scat-
tering intensity, bounded by the average ordinate error bar at
each time point.

For 1 ns long backlighter laser pulses, as used in this work,
the Cl Ly-α x-ray emission time is on the order of the laser
pulse length [47, 48]. There is also a small jitter (not studied
in this work) that is associated with the beam timing and in-
troduces a small uncertainty to the starting time of the x-ray
backlight. Consequently, the measured scattering signals in
Fig. 5 have an abscissa error bar extending 0.5 ns before and
after the nominal delay time ∆t.

Cold data points shown in Fig. 5 at ∆t = 0 represent the
near-elastic x-ray scattering from unheated Li. The measured
scattering signal was obtained by firing only the backlighter
beams and not the heater beams.
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FIG. 5: (color online) Time evolution of the total frequency-
integrated near-elastic scattering intensity, both measured and sim-
ulated. a) Comparison of HELIOS and HYADES simulations using
the SOCP model. b) Sensitivity to variations in plasma mean ioniza-
tion state Z and temperature T , using HELIOS simulation results and
the SOCP model. c) Comparison of plasma models: screened one-
component plasma (SOCP), unscreened OCP, and Debye-Hückel (D-
H). Quality of fit is quantified by the correlation coefficients r. The
measured data points at ∆t = 0 represent the cold scatter level from
unheated Li.

The simulated near-elastic scattering signals shown in Fig.
5 were calculated from Eq. 6. The ion density ni is from the
radiation-hydrodynamic simulations; fI , q, and Sii(k) were
calculated using the SOCP model (using the plasma parame-
ters also from the simulations at each point x). This method
takes into account the inhomogeneity and gradients in the
scattering plasma. The quality of fit for the various simulated
scattering signals is quantified by the correlation coefficients
r [49], which are obtained by dividing the covariance of the
measured and simulated data sets by the product of their stan-
dard deviations. A value of r = 1 would imply that there is a
perfectly linear relationship between the data sets.

Fig. 5 is organized into three parts as follows. Part a) com-
pares the predictions of the HELIOS and HYADES radiation-
hydrodynamic simulations (and the choice of EOS and ion-
ization balance model used with each code). Part b) shows the
results of a sensitivity study that varied input temperature and
ionization state, and part c) compares the predictions of var-
ious plasma models. The simulated scattering signals shown
in parts a) and b) were calculated using the SOCP model.

As seen in Fig. 5 a), near-elastic scattering signals sim-
ulated using plasma parameters from either the HELIOS or
HYADES radiation-hydrodynamic codes are generally con-
sistent with the measured data. The HELIOS results more
closely match the average measured scattering signal, and
the HYADES point at ∆t = 8 ns lies outside the data error
bar. These observations led us to preferentially use HELIOS
in this work. Again, we note that the combination of simu-
lation code, EOS, and ionization model gives these results.
Previously, consistent results between the PROPACEOS and
SESAME equations of state have been achieved using HELIOS
[50]. This suggests that the discrepancy we observe might be
due to the choice of ionization model, rather than the choice
of EOS.

A sensitivity study was performed to assess which plasma
parameters most strongly influence the total near-elastic scat-
tering; the results of this study are shown in Fig. 5 b). Four
test cases were utilized, wherein the input temperature was
changed to 1) half the nominal value predicted by HELIOS
and 2) twice the nominal value, the mean ionization state was
changed to 3) half the nominal value and 4) 1.5 times the nom-
inal value. Meanwhile, all other plasma parameters remained
unchanged. These test cases were used to calculate the simu-
lated total near-elastic scattering with the SOCP theory. The
results of this sensitivity study indicate that the total predicted
near-elastic scattering is quite sensitive to variations in ioniza-
tion state and somewhat sensitive to variations in temperature.

Indeed, the main finding of this work is that the near-elastic
scattering intensity is quite sensitive to the plasma mean ion-
ization state. At ∆t = 4 ns, changing the mean ionization
state supplied to the SOCP model by a factor of two lower or
1.5 higher causes the simulated scattering intensity to fall sig-
nificantly and no longer lie within the average measurement
and error bar region.

This change in near-elastic scattering intensity can be un-
derstood by looking in more detail at the plasma and scatter-
ing parameters for one of the HELIOS radiation-hydrodynamic
simulation zones (cf. Table I). At x = 10 µm, the local mass
density ρ =0.85 g/cc, temperature Ti = Te = 2.1 eV, and
the nominal mean ionization state Z0 = 1.0. When these pa-
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rameters are supplied to the SOCP model, the predicted ion
form factor fI =1.78, the screening function q = 0.29, the
ion structure factor Sii = 0.92, and the total ion structure fac-
tor Si = (fI + q)2Sii = 4.0. When we set Z = 1

2Z0 = 0.5
(while holding ρ and T constant), neither fI nor Sii change
appreciably but q drops by a factor of 3 to 0.10, causing Si to
fall to 3.2. For this test case and all of the other test cases in
this sensitivity study, the changing value of Si is what directly
determines the different scattering intensities shown in Fig. 5
b).

Let us consider in more detail this behavior of the scattering
parameters at low ionization states. As Z decreases from 1 to
0.5, half of the singly ionized Li ions are replaced by neutral
Li atoms. This means that the ion form factor is now partially
replaced by the atomic form factor fA(k) [51]. Tabulated nu-
merical fits [52] give fA(k = 2.6 Å

−1
) = 1.73 for neutral Li,

essentially the same as the ion form factor calculated in this
work for Z = 1 and Z = 0.5. In other words, the ion form
factor for Li is determined almost exclusively by the deeply
bound 1s electrons, and the added presence of some 2s elec-
trons from the neutral Li atoms does not contribute noticeably
to the near-elastic scattering. As Z decreases from 1 to 0.5,
the reduction in q is not matched by an increase in fI and the
total scattering intensity falls accordingly.

Similarly, with Z = 0.5 the ion structure factor Sii is par-
tially replaced by an equivalent structure factor for a neutral
gas. In the Debye-Hückel model [53], valid for weakly cou-
pled plasmas, S(k) = k2/(k2 + k2

D). For a neutral gas,
kD = 0 and therefore S(k) = 1. Since Sii ≈ 0.9 is already
very close to unity, the change in the structure factor is small
and therefore has a minimal impact on the change in the total
near-elastic scattering intensity.

Going in the other direction and increasing the ionization
state, we now set Z = 1.5Z0 = 1.5, i.e. in addition to singly
ionized Li, some Li ions are now doubly ionized. This means
that there are fewer 1s bound electrons, causing fI to drop
to 1.2. Some of these electrons join the screening cloud and
cause q to increase to 0.51, but nevertheless there is a net drop
in (fI + q)2. Since the ion structure factor Sii remains close
to unity, the total ion structure factor Si = 3.4 is again lower
than for Z = Z0, as shown in Table I.

TABLE I: Sensitivity of the near-elastic scattering parameters in
warm dense Li to variation of the mean ionization state used in the
SOCP model. Nominal mass density, mean ionization state, and tem-
perature (ion and electron) predicted by HELIOS for the simulation
zone at x = 10 µm are ρ, Z, and T , for ∆t = 4 ns. The total near-
elastic scattering intensity is determined by the total ion structure
factor Si.

ρ (g/cc) Ti (eV) Te (eV) f q Sii Si

0.85 2.1 2.1 Z = 1
2
Z0 = 0.5 1.78 0.10 0.91 3.2

0.85 2.1 2.1 Z = Z0 = 1.0 1.78 0.29 0.92 4.0
0.85 2.1 2.1 Z = 1.5Z0 = 1.5 1.20 0.51 1.18 3.4

For the relatively large scattering vector magnitude of k =
2.6 Å−1 in this work, the effect of the electron-ion screening
is minimal and there is little difference predicted between the
screened and unscreened one-component plasma models [23].
As expected, for the near-elastic scattering time series we cal-

culated almost identical results when using SOCP and OCP,
as shown in Fig. 5 c). Correlation to the measured data is
slightly better for simulated scattering signals calculated using
the SOCP model (r = 0.93) than for those calculated using
the OCP model (r = 0.91). By contrast, calculations using
the Debye-Hückel model grossly underestimate the scattering
intensity because this model is not valid in the strongly cou-
pled regime. Very late in time, at ∆t = 8 ns, all three models
start to converge as the plasma becomes less strongly coupled.
The plasma parameters supplied to all three theoretical mod-
els were from the best-fit (heater intensity 4 TW/cm2) HELIOS
radiation-hydrodynamic simulations.

The average values of the simulated static structure factor
Sii(k), average ion density ni, ion temperature Ti, the ion
coupling parameter Γii, and the scattering parameter α were
calculated by integrating through the length of the Li foil and
weighting to ni(fI +q)2, the near-elastic scatterer density, i.e.
the ion motion correlated electron density. For example,

Sii(k) =
∑
Sii(k, x)ni(x) [fI(k, x) + q(k, x)]2 ∆x∑

ni(x) [fI(k, x) + q(k, x)]2 ∆x
(8)

The spatially integrated values for the plasma parameters
are shown in Table II.

TABLE II: Time evolution of average plasma parameters predicted
by HELIOS simulations for counter propagating shock-compressed
Li, diagnosed with x-ray scattering at θ = 120◦. The best-fit 4
TW/cm2 heater intensity was used. Shown are the averages for ion
temperature Ti, ion density ni, ionization state Z, static structure
factor Sii(k = 2.6Å−1), ion-ion coupling parameter Γii, and scat-
tering parameter α. Sii was calculated using the SOCP model.

∆t (ns) Ti(eV ) ni (cm−3) Z Sii(k) Γii α
2 2.6 1.1×1023 1.0 0.81 4.7 0.59
4 2.4 6.3×1022 1.0 0.98 5.0 0.52
6 2.0 3.7×1022 1.0 1.07 5.3 0.46
8 1.2 1.6×1022 0.5 1.00 1.5 0.31

The plasma is highly coupled during the first few nanosec-
onds of the laser driver with Γii > 1. At later times, Sii goes
to 1, the value expected for an ideal plasma, and Γii falls as
the plasma becomes less strongly coupled due to decreasing
mean ionization state Z in the densest region of the plasma.

CONCLUSIONS

We have successfully matched the time evolution of the
static ion-ion structure factor in the screened one-component
plasma model to experimental results for warm dense Li.
Moreover, we have observed that the simulated near-elastic
scattering amplitudes are quite sensitive to the mean ioniza-
tion state Z, and by extension to the choice of ionization
model in the radiation-hydrodynamics simulations used to
predict the plasma properties within the shocked Li. We ob-
serve that the results obtained using the HELIOS radiation-
hydrodynamics code, the PROPACEOS equation of state, and
a multi-group ionization model based on the quotidian equa-
tion of state (QEOS) are better correlated to the measured data
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than those results from the HYADES radiation-hydrodynamics
code, the SESAME EOS, and an average-atom local thermo-
dynamic equilibrium ionization model. In the future we will
extend this validation of simulation results to inelastic x-ray
scattering.
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